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ABSTRACT 

How might nuclear deterrence be affected by the proliferation of artificial 

intelligence (AI) and autonomous systems? How might the introduction of 

intelligent machines affect human-to-human (and human-to-machine) deterrence? 

Are existing theories of deterrence still applicable in the age of AI and autonomy? 

The article builds on the rich body of work on nuclear deterrence theory and 

practice and highlights some of the variegated and contradictory – especially 

human cognitive psychological – effects of AI and autonomy for nuclear 

deterrence. It argues that existing theories of deterrence are not applicable in the 

age of AI and autonomy and introducing intelligent machines into the nuclear 

enterprise will affect nuclear deterrence in unexpected ways with fundamentally 

destabilising outcomes. The article speaks to a growing consensus calling for 

conceptual innovation and novel approaches to nuclear deterrence, building on 

nascent post-classical deterrence theorising that considers the implications of 

introducing non-human agents into human strategic interactions. 
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Introduction 

As a growing number of great military powers invest political capital and financial 

resources to develop the field of artificial intelligence (AI) technology and AI-

enhanced autonomous weapons systems in deriving the maximum potential 

military benefits – at a tactical, operational, and strategic level – these systems 

offer. 1 As a result, the ubiquity of these new classes of advanced capabilities – and 

the incentives for militaries to adopt them – on the future battlefield is fast 

becoming a foregone certainty. 2 How might the rise of these capabilities weaken 

or strengthen deterrence? Given the recent genesis of AI and autonomy in a 

military context, and the rich body of work that describes these trends, this article 

is premised on the assumption that AI and autonomy technology will continue to 

be embraced – at different speeds and for different goals – by global 

militaries. 3 The article argues that AI and autonomy could decrease nuclear 

stability and increase the tendency for escalation to nuclear use, thereby 

undermining deterrence. 
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The article considers the potential implications of AI and autonomy for nuclear 

deterrence theory and practice. Using the rich deterrence literature as a point of 

departure, the article considers how advances in AI and autonomy might affect the 

manner, and means, by which nuclear-armed states seek to deter adversaries from 

embarking on a particular course of action through threats, denial, coercion, and 

compellence. Given the potentially transformative effects of AI and autonomy 

augmentation on a range of (nuclear and non-nuclear) strategic technologies, re-

thinking existing assumptions, theories, and permutations of deterrence – premised 

on human-rationality, perceptions, and nuanced signalling – is now needed. 4 The 

focus of this article is to examine the impact of the adoption of these technologies 

on nuclear deterrence. How might non-human agents’ introduction into a crisis or 

conflict between nuclear powers affect deterrence, escalation, and strategic 

stability? 

Because of the multifaceted possible intersections of AI with the nuclear enterprise 

– and before states reconfigure their nuclear doctrines and postures – research on 

this topic is important to anticipate (and mitigate) the risk of misperception, 

miscalculation, and inadvertent escalation. The article considers how increasing 

complexity, speed, compressed decision-making, and cognitive-psychological 

associated with AI and autonomy might compound these risks. How might states 

with different political structures, philosophies of use, and deterrence policies view 

and likely respond to these dynamics? 

This article builds on the extensive body of work that considers nuclear deterrence 

theory and other theoretical frameworks to consider AI and autonomous systems’ 

potential effects. 5 Classical nuclear deterrence approaches, premised on the 

assured threat of a retaliatory second strike – or mutually assured destruction 

(MAD) – is a fundamentally psychological-political-technical phenomenon that 

has worked to reduce the chances of deliberate use of nuclear weapons. 6 There is 

an extensive body of literature on the intersection of emerging technology and the 

nuclear enterprise – and the potential for warfare more broadly defined. 7 The 

literature says very little about how existing concepts of escalation, nuclear 

terrorism, and classical deterrence theories might apply (or be tested) in the digital 

age – increasingly defined by developments in AI and autonomy – where perfect 

information and rational decision-making cannot be assumed. 8 

This remainder of this article proceeds as follows. First, it identifies and 

contextualises the core theories and concepts necessary to examine the 

implications of introducing AI and autonomous systems into the nuclear domain – 

namely, deterrence, escalation, and strategic stability. It describes the broadened 

notion of deterrence that emerged after the end of the Cold War, referred to as 

“fourth wave” in deterrence scholarship – with insights from criminology, 

terrorism studies, and human psychology, which is a key focus of this article. Are 

existing theories of deterrence and related concepts still applicable in the era of AI 

and autonomy? 
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Second, it applies this conceptual framework to examine the possible ways in 

which advances in AI and autonomy might undermine the central pillars that, for 

several decades, have undergirded nuclear deterrence and strategic stability. It 

unpacks the key technical and non-technical features of this emerging paradigm to 

elucidate how new AI-powered capabilities could affect the key components of 

strategic deterrence – especially nuclear command, control, and communication 

(NC3) systems and second-strike capabilities. Will AI-enabled capabilities 

strengthen or weaken deterrence? 

Third, the article examines the growing multi-polarity in international security 

competition – radically shifting the geostrategic balance – and considers how the 

confluence of this trend with the development of AI and autonomy might 

compound the problem of uncertainty caused by complexity and the speed of 

warfare, the entanglement of nuclear and conventional capacities, and managing 

crisis escalation and signalling premised on the assumption of rationality – 

between nuclear-armed adversaries. It argues that although the explicit linkages 

between the structure of the international political system and developments in AI 

and autonomy are not clear, 9 shifts in the geopolitical balance will significantly 

influence how deterrence dynamics could play in future crises and conflict between 

peer and near-peer nuclear-powers. 

The final section examines the implications of human and machine interactions for 

nuclear deterrence. How might these interactions spark inadvertent or accidental 

nuclear escalation to a strategic level? It highlights the potential for accidents and 

errors (both technical and human), misperception, and unintended consequences 

that result from new deterrence models that mix various levels of humans and 

machines, and new and legacy weapon systems in their interface with nuclear 

weapons. What trade-offs might arise from this synthesis? This analysis tentatively 

concludes that ceteris paribus greater degrees of automation, coupled with reduced 

human decision-making, will likely increase inadvertent escalation risk. 

Deterrence theory in the digitised age: concepts, 

assumptions, and paradoxes 

How can we best conceptualise AI and autonomy in the context of nuclear 

weapons? While the definition of deterrence remains contested, at its core, nuclear 

deterrence is concerned with seeking the means to induce caution in others by 

applying threats (implicit or explicit) of punishment (i.e. retaliation with nuclear 

weapons) to manipulate an adversary’s behaviour, or denying (i.e. removing the 

expected benefits of a particular behaviour) the adversary the ability to realise their 

aggressive objectives in the first place. 10 Therefore, any behaviour that results in 

caution or apprehension has possible deterrent effects – even when the behaviour 

to be deterred has to be inferred. 11 Deterrence and atomic weapons are not 

necessarily synonymous; an adversary can be deterred in various ways below the 
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nuclear threshold. 12 A related concept is “compellence,” which is about 

encouraging an adversary to pursue an action that it might have otherwise 

eschewed, rather than restraining its behaviour with deterrence. However, once a 

situation escalates, much like the difference between defence and offense, the 

distinction can disappear – the coercion and counter-coercion mechanisms intrinsic 

to both deterrence and compellence often occur simultaneously. 13 

Whether nuclear deterrence – and deterrence generally – is effective and credible 

depends on three factors: 14 (1) rationality on both sides to ensure threats will 

suffice to shape the others’ behaviour; 15 (2) the adversary’s perception of the 

defenders’ capacity and resolve (or will) to punish violations (or red-lines) or deny 

of objectives; and (3) the deterrent threat must be communicated and understood 

by the adversary – defenders must also reassure aggressors that threats (or 

demands) will not be carried out in the event demands are met. 16 In sum, 

deterrence is about influencing an adversary’s sense of risk, cost–benefit 

assessment, and decision-making outcomes. Deterrence requires a deep 

understanding of the other sides’ interests, priorities, strategic objectives, and 

perceptions. How adversaries view each other’s capabilities and intentions – 

especially the other sides’ philosophy of employment – will crucially influence 

these systems’ deterrent effect and the potential risk of miscalculation and 

escalation if these assessments prove wrong. 

For deterrence to be effective, both sides need to understand how an adversary 

perceives its reality (i.e. value attached to its interests), and discovering ways to 

manipulate these constructions while simultaneously ensuring that allies’ interests 

are addressed. Besides, these interests cannot be considered independent of a 

particular policy’s deterrent effect, which will vary temporally. 17 Thus, 

determining an adversary’s interests, norms, and beliefs about resolve, to craft 

deterrence policy are intrinsically context-bound and changeable. Deterrence can 

fail if either side has divergent beliefs about the perceived cost of the punishment a 

state can inflict and the perceived probability that it will (or is able) to inflict 

them. 18 Deterrence, and strategic bargaining, can fail between rational actors in 

asymmetric information situations (i.e. information about an actor’s resolve); in 

particular, when incentives exist to manipulate this information, when credible 

commitment is problematic, and divisions exist on key policy issues. 19 While the 

existence of rational thinking – intrinsic to classical rational deterrence theorising – 

is generally assumed to prove the likelihood of deterrence success; and juxtaposed, 

non-rational behaviour by actors assumes a high-risk of deterrence failure, rational 

actors can challenge deterrence assumptions. For instance, as a result of 

misperception and other human cognitive fallibilities (discussed below), 

incomplete information (i.e. about a states’ reputation costs or perception of the 

“balance of interests”), uncertainty about an adversary’s future capabilities and 

intentions, time pressures and errors, or grandiose objectives can impel rational 

actors to fight losing wars to deter aggression. 20 In other words, even in situations 

when an actor’s threats are credible, and the balance of interests and reputational 
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costs are known, fears about the actor’s future intentions can create “rational” 

incentives to engage in – or even preemptively trigger – losing wars. 21 

The political psychology literature reveals that perceptions are heavily encumbered 

by inferences, reputation, interpretation, and cognitive-psychological 

theory. 22 Thus, although an actor’s behaviour might reveal or signal something 

important (resolve, deterrence, or reassurance), it is often “not clear exactly what is 

being revealed, and what others will think is being revealed.” 23 For instance, a 

states’ effort to reassure its allies that it will come to its defence may reduce the 

patron’s sense of security; if it infers that the threat is greater than it thought to the 

degree that the defender considers reassurances necessary. 

Grounded in these core tenets and preconditions, nuclear deterrence has undergone 

several transformations since the Cold War. In light of changes to the geopolitical 

(from bipolarity to unipolarity and finally multipolarity), the technological 

landscape (missile defences, hypersonic weapons, and AI and autonomy), and new 

security threats and domains (non-states, grey-zone conflict, space and 

cyberspace), political scientists have conceptualised “four waves” of deterrence 

theorising. 24 The fourth wave followed the end of the Cold War and continues to 

the present day, coinciding with the Second Nuclear Age’s broader features, 

namely, multipolarity, asymmetric threats, non-state (especially rogue nations and 

terrorists) actors, and advanced strategic (nuclear and non-nuclear) 

weapons. 25 These “waves” progressively built upon the first wave’s foundation, 

creating a more complex, nuanced, and applicable theory in light of new research, 

novel methodologies applied from other disciplines (military and non-military), 

and lessons from real-world events. 26 These methodologies were also 

accompanied by novel concepts that have broadened the scope and practice of 

deterrence 27 inter alia, conventional deterrence, extended deterrence (and its 

opposite “central deterrence”), inter-war deterrence, and, more recently, cross-

domain and cyberspace deterrence. 28 

Similar to research on cyber deterrence, early scholarship on deterrence theory and 

practice in the digital age has been predominately grounded in classical deterrence 

approaches – associated with the earlier waves in international relations (IR) 

deterrence theorising rooted in known hierarchical relationships between actors 

and the principle of mutually assured destruction. 29 In this way, the article speaks 

to the nascent “fifth wave” of modern deterrence, representing a conceptual break 

from previous waves of classical deterrence theorising (or post-classical 

deterrence) and non-human agents into deterrence. 30 Any discussion surrounding 

nascent emerging technology such as AI comes with an important caveat. Since we 

have yet to see how AI might influence deterrence, escalation, strategic stability, 

and crisis management in the real-world – notwithstanding the valuable insights 

from experimental wargaming – the discourse is largely a theoretical and 

speculative endeavour. 31 What are the key concepts important to explore the 

deterrence implications of the widespread use of AI and autonomous systems? 
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Two other important concepts in the discussion about nuclear deterrence, nuclear-

armed states, and AI and autonomy are escalation (especially inadvertent) 

and strategic stability (or lack thereof, instability). 

Escalation 

Escalation in the context of deterrence can be defined as an increase in the 

intensity or scope of a military situation that crosses a threshold(s) considered 

significant by one or more actors. Escalation occurs when at least one of the parties 

involved perceives (or misperceives) a significant qualitative shift in a 

situation. 32 These mechanisms can escalate a crisis or conflict between two or 

more nuclear-armed states into nuclear confrontation or cause a low-level 

conventional conflict to move up the “rungs” of the escalation ladder and cross the 

nuclear threshold – either intentionally, accidentally, or inadvertently. 33 The Post-

Cold War literature is rich in scholarship on how technologically complex nuclear 

systems can cause technical (and human-related) accidents and false alarms, which 

are considered particularly escalatory where one side lacks confidence in their 

retaliatory (or second strike) capacity. 34 During the Cold War, the perennial fear 

that an action or signal misinterpreted by the other – in the context of uncertainty 

and incomplete information associated with modern warfare – could trigger 

nuclear pre-emption is a useful point of departure to consider AI and autonomy. 35 

Three distinct, but not always separate, mechanisms can lead to nuclear escalation 

– deliberate (or intentional), inadvertent, and accidental escalation (encompassing 

mistaken or unauthorised usage). 36 These distinctions are not, however, binary or 

mutually exclusive. An escalation mechanism that leads from a crisis or conflict to 

its outcome involves more than one of these categories. For example, if an 

accidental or inadvertent escalation signal or event is triggered by a non-state 

actor’s nefarious actions – such as false flag cyber-operation against a state’s NC3 

systems – which in turn leads to a deliberate escalatory response. 37 Moreover, the 

deliberate use of nuclear weapons that originates from a false, manipulated, or 

distorted assessment of a situation, or in response to an early-warning system false 

alarm, can quickly muddy the lines of intentionality. 38 In short, the binary 

distinction between deliberate and unintentional use of nuclear weapons is 

inherently problematic. 39 Ultimately, whether the impact of unintended escalation 

risk is stabilising or destabilising depends on the actor’s relative strength, and the 

fear it instils in its adversary. 40 

Accidental nuclear war – a nuclear confrontation without a deliberate and properly 

informed decision to use nuclear weapons on the part of the nuclear-armed state(s) 

involved – could be caused by a variety of accidents, most often encompassing a 

combination of human –and human-machine interaction failure – system errors, 

and procedural or organisational factors. 41 Moreover, despite paying lip-service to 

Machiavelli’s Fortuna (role of uncertainty in international affairs), decision-makers 

underestimate the importance and frequency of accidents and randomness in these 
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interactions. 42 Thus, historical cases where human-machine interactions cause or 

compound accidents involving complex weapon systems, therefore, AI-enhanced 

systems operating at higher speeds, levels of sophistication, and compressed 

decision-making timeframes, will likely further reduce the scope for de-escalating 

situations, and contribute to future mishaps. 43 Similar to historical cases where 

human-machine interactions cause or compound accidents involving complex 

weapon systems, AI-enhanced systems operating at higher speeds, levels of 

sophistication, and compressed decision-making timeframes, will likely could 

further reduce the scope for de-escalating situations and contribute to future 

mishaps. The rapid proliferation and ubiquity of advanced technologies like 

offensive-cyber, hypersonic weapons, and AI and autonomous weapons, will make 

it increasingly difficult for states to mitigate this vulnerability without 

simultaneously improving their ability to strike first, thereby undermining the 

survivability of others’ strategic forces. 

Strategic stability 

The concept of strategic or nuclear stability emerged in the latter half of the 

twentieth century, and despite being theoretically and politically contested to this 

day, it has proven a useful intellectual tool for analysing the potential of 

technically advanced weapons to undermine stability (i.e. evaluating nuclear force 

structures, deployment decisions, and a rationale for arms control). 44 Strategic 

stability is inextricably connected to the strategic thinking and debates that 

surrounded the “nuclear revolution,” including: 45 how a nuclear war might be 

fought, the requirements and veracity of credible deterrence, the potential risks 

posed by pre-emptive and accidental strikes, 46 and how to ensure the survivability 

of retaliatory forces. 47 In short, strategic stability provides an over-arching 

theoretical framework for understanding the nature of security in the nuclear age. 

In the broadest use of the term, strategic stability exists in the absence of a 

significant incentive for an adversary to engage in provocative behaviour. There 

was a lack of armed conflict and perceived incentive to use nuclear weapons first 

between nuclear-armed states. 48 At its core, the concept is a phenomenon that 

focuses on finding a modus vivendi for the complex interactions and incentives of 

two (or more) actors. 49 The term is often associated with the relative power 

distribution among great and rising powers, particularly those in possession of 

nuclear weapons or the potential to acquire them. Therefore, strategic stability is a 

product of a complex interplay of political, economic, and military dynamics in 

which technology performs several functions – an equaliser, counterweight, and 

principal agent of change. 50 

Technology has long been used to augment, automate, and enhance human 

behaviour and decision-making in a military context; thus far, the “human factor” 

has trumped technologies’ impact upon strategic stability. That is, the underlying 

forces behind fundamental shifts in strategic stability are generally less concerned 
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with quantitative or qualitative assessments of military capabilities – and other 

measures of relative power – and instead, more focused on how nuanced 

institutional, cognitive, and strategic variables impact strategic decision-making 

and may cause misperceptions of others’ intentions. 51 “Stability” is concerned 

with the relationship amongst these factors. Further, “strategic stability” and 

“strategic instability” are not necessarily mutually exclusive paradigms; they can 

both exist in a nuclear multipolar system. 52 The role of technological change and 

strategic stability can be conceptualised, therefore, as part of a complex interaction 

of disruptive forces (or agents of change), which during periods of heightened 

geopolitical rivalry, great power transitions, and strategic surprise, may erode 

strategic stability and make conflict more likely. 

Three broad forms distinguish strategic stability: first strike stability, crisis 

stability, and arms-race stability. First-strike stability exists in situations when no 

one state can launch a surprise (or pre-emptive) to attack against an opponent 

without the fear of devastating reprisals from survivable second-strike forces. That 

is, the lack of both incentives or pressures to use nuclear weapons first in a 

crisis. 53 Thus, fear that the advantage of first-strike capabilities could be eroded or 

neutralised by an adversary would destabilise and increase incentives to launch a 

pre-emptive strike. 54 Throughout the Cold War, as today, the vulnerability of 

command and control (C2) structures to counterforce attack remains high and 

compounded by the increasing complexity of these systems and the propensity of 

states to use them to support nuclear and non-nuclear forces. 

Crisis stability aims to prevent (or de-escalate) escalation during crises – such as 

those in Berlin and Cuba in the early 1960s. Therefore, crisis stability depends on 

reciprocal fear between states; when crises arise, the system does not worsen the 

situation. Conversely, crisis instability refers to what Thomas Schelling called the 

“reciprocal fear of surprise attack.” 55 The belief that conflict is inevitable, and thus 

striking first and pre-emptively would create a strategic advantage. 56 Finally, arms 

race stability (during peacetime) can emerge when there are no exploitable 

inequalities (or asymmetries) separating adversaries’ military forces – qualitatively 

or quantitatively. 57 

Crisis instability and arms race instability can arise when states use strategic 

capabilities and instil fear into a situation. 58 This fear closely correlates with the 

incentives these decisions create. Thus, if both sides possess first-strike 

capabilities, either side’s incentive to gain by choosing to strike first depends on 

the fear that hesitation might allow a rival to gain the upper hand. 59 In other 

words, both the incentive and fear created by strategic weapons can exacerbate 

escalation risk. 60 Crisis (in)stability is, therefore, fundamentally a psychological 

problem that during a crisis can raise doubts about the assumptions that decision-

makers share a common notion of rationality – such as assessing risk, probability, 

and how others perceive their actions – with an adversary. 61 
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Several psychological factors can compound these dangers and worsening crisis 

and arms race instability, including: (1) psychological biases that impair the quality 

of decision-making during high-stress time-pressured situations; (2) a tendency to 

exaggerate the probability that an adversary is about to launch an attack, and in 

turn, overestimate the advantages of striking pre-emptively; and (3) the failure to 

see how their actions are in response to this bias and may cause an adversary to 

view conflict as inevitable. 62 Advanced AI-augmented autonomous weapons (e.g. 

cyber-offensive capabilities, hypersonic glide vehicles, and anti-satellite weapons), 

which blur the distinction between nuclear and conventional warfare, can heighten 

strategic ambiguity during crises, creating first-mover advantage incentives leading 

states to overestimate an adversary’s capabilities and strike pre-emptively. 63 

When only one side of a competitive dyad possesses AI-augmented autonomous 

weapons (e.g. unmanned aerial vehicles UAVs, smart munitions, and loitering 

weapons), they might increase the credibility of the state’s deterrent 

threats. 64 Moreover, even when the perception exists that AI is a force multiplier, 

if an adversary’s AI systems are not, amongst other things, transparent, reliable, or 

easily verifiable, it would be difficult to determine an adversary’s capabilities and 

objectively assess its credibility of a deterrent threat. This uncertainty could 

increase these systems’ deterrent values if an adversary overestimates their 

capabilities or decreases their deterrent utility if 

actors underestimate them. 65 During peacetime, the proliferation of advanced 

weapon systems could generate the search for counter-measures that amplify 

states’ fear and uncertainties, leaving them feeling more vulnerable – known as a 

security dilemma associated with arms-racing and first strike 

instability. 66 Conversely, where both sides possess these capabilities, they could 

be viewed as a relatively low-risk tactic to launch probing (or “salami-slicing”) 

attacks against an adversary, creating dynamics conducive to crisis instability and 

unintentional escalation. 67 Autonomous drone systems could, for example, be 

deployed in low-intensity salami-slicing tactics to chip away at an adversary’s will 

(or resolve), but without crossing a threshold (or psychological red-line) that would 

provoke escalation. 68 How might AI and autonomy affect strategic deterrence’s 

key components in ways that undermine states’ second-strike capabilities? 

Unravelling of deterrence in practice 

The size, mobility, hardened, and relatively hidden features of the superpowers 

nuclear arsenals ensured the ability of states to withstand the first strike and deliver 

a retaliatory second strike, constituting the core pillars of the Cold War-era nuclear 

deterrence – known as the “nuclear revolution.” 69 Like other technologies 

associated with the “computer revolution” – particularly big-data analytics, 

robotics, quantum computing, nanotechnology, and cyber-capabilities – advances 

in AI and autonomy threaten to upend this fragile arrangement inter alia in several 

ways. 70 
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Hunting for nuclear weapons in the digital age 

How might AI-augmented intelligence gathering, and analysis systems impact the 

survivability and credibility of states’ nuclear-deterrent forces? The integration of 

AI machine learning and big-data analytics can dramatically improve the ability of 

militaries to locate, track, target, and destroy a rival’s nuclear-deterrent forces – 

especially nuclear-armed submarines and mobile missile forces – and without the 

need to deploy nuclear weapons. 71 AI-enabled capabilities that increase the 

vulnerability of second-strike capabilities (or are perceived to do so) heightens 

uncertainty and undermines deterrence – even if the state in possession of these 

counterforce capabilities did not intend to use them. 72 In short, the capabilities AI 

might enhance (cyber-weapons, drones, precision-strike missiles, and hypersonic 

weapons), together with the ones it might enable (intelligence, surveillance, and 

reconnaissance ISR, ATR, and autonomous sensor platforms) could make hunting 

for mobile nuclear arsenals faster, cheaper, and more effective than before. 

AI machine learning techniques could significantly improve existing machine 

vision and other signal processing applications, identify patterns from large data-

sets of signals and imagery, and enhance autonomy and sensor fusion applications. 

Taken together, strengthening ISR functionality, automatic target recognition 

(ATR), and terminal-guidance systems would have profound implications for 

strategic stability. Besides, AI used in conjunction with autonomous mobile sensor 

platforms might compound the threat posed to mobile intercontinental ballistic 

missiles (ICBM) launchers. Autonomous mobile sensors would only need to locate 

close to mobile ICBM launchers to be effective, and thus, as the “window of 

vulnerability” rapidly narrowed and faced with the prospect of an imminent 

disarming strike, an adversary would be put under immense pressure to escalate. 

For instance, advances in deep learning can exponentially improve machine vision 

and other signal processing applications, which may overcome the main technical 

barriers for tracking and targeting adversaries’ nuclear forces (i.e. sensing, image 

processing, and estimating weapon velocities and kill radius). 73 Some scholars 

argue that AI and autonomy could enable real-time tracking, shorten decision-

cycles, and more accurate targeting – and reduce target selection errors – of an 

adversary’s nuclear assets in ways that make counterforce operations more 

feasible. 74 Moreover, AI technology could put the defender at a distinct 

disadvantage, creating additional incentives to strike first (or pre-emptively) 

technologically superior military rivals. Several technologies under development 

are designed explicitly for this purpose. 75 The less secure a nation considers its 

second-strike capabilities to be, therefore, the more likely it is to countenance the 

use of autonomous systems within its nuclear weapons complex to bolster the 

survivability of its strategic forces. 

Given the tendency of Chinese and Russian strategists to extrapolate from current 

US capabilities malign intent – and to assume future ones will threaten their 

security – even modest and incremental improvements in AI techniques to 
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integrate and synthesise data about the location of an adversary’s mobile missiles 

could exacerbate pre-existing fears and distrust. 76 Irrespective of whether future 

breakthroughs in AI produce irrefutable evidence of a game-changing means of 

locating, targeting, and destroying mobile missile forces, Chinese and Russian 

perceptions of US intentions in the pursuit of these capabilities would, therefore, 

be far more salient. 77 Despite the US’s reassurances, its adversaries would be 

unable to dismiss the possibility that military AI capabilities would not be used in 

future warfare to erode the survivability of their nuclear forces – a contingency the 

US has prepared for several decades. 78 

Several observers posit that autonomous systems like US DARPA’s Sea Hunter by 

rendering the underwater domain “transparent,” might erode the second-strike 

deterrence utility of stealthy ballistic-missile submarines (SSBNs), triggering use-

them-or-lose-them situations. Today, however, the technical feasibility of this 

hypothesis remains highly contested. 79 On the one hand, several experts posit that 

emerging technologies such as AI, quantum communications, and big-data 

analytics will empower new iterations of highly portable sensing, communications, 

and signal-processing platforms that could render at-sea nuclear deterrence all but 

obsolete. 80 On the other hand, others consider this hypothesis technically and 

operationally premature for several reasons, not least the notoriously complex and 

dynamic underwater conditions that hampers underwater targeting, and the need 

for increased power for autonomous systems to operate extended ranges. 81 

AI-cyber threats to nuclear systems 

How might AI-infused cyber-capabilities be used to subvert or otherwise 

compromise states’ control over their nuclear systems? Today, it is thought 

possible that a cyber-attack (i.e. spoofing, hacking, manipulation, and digital 

jamming) could infiltrate a nuclear weapons system, threaten the integrity of its 

communications, and ultimately (and possibly unbeknown to its target) gain 

control of its – possibly dual-use – command and control systems. For instance, a 

non-state third-party hacker might “break into, interfere with, or sabotage nuclear 

command and control facilities; spoof or compromise early warning systems or 

components of the nuclear firing chain; or in a worst-case scenario even cause a 

nuclear explosion or launch.” 82 

Because of the intense time pressures that would loom large with the decision to 

use nuclear weapons – especially where a state maintains a launch-on-warning 

posture – AI-enhanced cyber-attacks against nuclear systems would be almost 

impossible to detect and authenticate. Further, warning signals would be difficult 

to authenticate, let alone attribute, to initiate a nuclear strike within a short 

timeframe. A shared concern of China, the United States, and Russia – albeit with 

varying degrees of sensitivity – are the potential threats posed by AI-augmented 

cyber-warfare that might impel states to adopt (or rely more heavily upon) a 

launch-on-warning nuclear posture or a policy of pre-emption during a crisis. 83 In 

https://doras.dcu.ie/25404/3/14751798.2020.1857911
https://doras.dcu.ie/25404/3/14751798.2020.1857911
https://doras.dcu.ie/25404/3/14751798.2020.1857911
https://doras.dcu.ie/25404/3/14751798.2020.1857911
https://doras.dcu.ie/25404/3/14751798.2020.1857911
https://doras.dcu.ie/25404/3/14751798.2020.1857911
https://doras.dcu.ie/25404/3/14751798.2020.1857911
https://doras.dcu.ie/25404/3/14751798.2020.1857911


short, conventional strikes against an adversary’s nuclear-deterrent forces 

(especially NC3) combining AI-enabled ISR and cyber-capabilities would likely 

amplify the potentially destabilising impact of such an operation. 

Advances in AI could also exacerbate this cybersecurity challenge by enabling 

improvements to the cyber-offense. By automating advanced persistent threat 

(APT) operations, machine-learning and AI could dramatically reduce the 

extensive resources and skill required to execute APT operations (or “hunting for 

weaknesses”), especially against hardened nuclear targets. AI-augmented cyber-

tools’ machine speed could enable an attacker to exploit a narrow window of 

opportunity to penetrate an adversary’s cyber-defences or use APT tools to find 

new vulnerabilities faster and easier than before. As former US Chairman of the 

Joint Chiefs, General Joseph Dunford, recently warned, “the accelerated speed of 

war ensures the ability to recover from early missteps is greatly reduced” 

(emphasis added). 84 For example, when docked for maintenance, air-gapped 

SSBNs, considered secure when submerged, could become increasingly vulnerable 

to a new generation of low-cost and highly automated APT cyber-attacks. 85 An 

attacker might also use machine-learning tools to target autonomous dual-use 

early-warning systems with “weaponised software” (i.e. hacking, subverting, 

spoofing, or tricking), causing random and potentially undetectable errors, 

malfunctions, and behavioural manipulation to these networks. 86 An attacker may, 

for instance, poison a data-set to inhibit an algorithm from learning specific 

patterns, or insert a secret backdoor that can trick the system in the future. 87 

Chinese analysts would view cyber-infiltrations on China’s NC3 systems as highly 

escalatory, even if the perpetrator’s goals were limited to collecting information 

(i.e. espionage) about cyber-threats to prevent a future attack. 88 By contrast, 

Russian analysts tend to view Russia’s NC3 network as relatively isolated and 

insulated from cyber-attacks. 89 However, both Chinese and Russian analysts 

worry about the vulnerability of their NC3 systems to fast-paced and stealthy 

conventional counterforce operations augmented by AI technology. The discovery 

of an adversary’s attempt (successful or otherwise) to degrade a state’s nuclear 

network would heighten mistrust and tension in future nuclear crises. 90 

Uncertainty about the efficacy of AI-augmented cyber-capabilities during a crisis 

or conflict would likely reduce both sides’ risk tolerance, increasing the incentive 

to strike pre-emptively as a hedging strategy. 91 For instance, a state might strike 

pre-emptively in response to information mined from AI-augmented ISR systems 

that an adversary was planning a surprise attack. During crisis conditions, an 

offensive AI cyber-tool that succeeds in compromising an adversary’s nuclear 

weapon systems – resulting in an “asymmetric information” situation – may cause 

either or both sides to overstate (or understate) its retaliatory capabilities, thus 

making them more inclined to act in a risky and escalatory fashion. 92 In short, in a 

competitive strategic environment where states are inclined to assume the worst of 
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others’ intentions, one state’s efforts to enhance its strategic forces’ survivability 

may be viewed by others as a threat to their nuclear retaliatory capability. 93 

Drone swarming under the nuclear shadow 

How might AI-augmented drones swarming and hypersonic weapons complicate 

missile-defence, undermine states’ nuclear deterrent forces, and increase the risk of 

escalation? Drones (especially micro-drones 94 ) used in swarms are conceptually 

well-suited to conduct pre-emptive attacks and nuclear-ISR missions against an 

adversary’s nuclear mobile missile launchers and SSBNs and their enabling 

facilities (e.g. early-warning systems, antennas, sensors, and air intakes). 95 In 

short, the ability of future iterations of AI machine-learning – mining expanded 

and dispersed data pools – infused drone swarming technology to locate, track, and 

target strategic missiles (i.e. mobile ICBM launchers in underground silos and 

onboard stealth aircraft or SSBNs) is set to grow. 96 

The following four scenarios illustrate the possible strategic operations that AI-

augmented drone swarms would execute. 97 First, drone swarms could be deployed 

to conduct ISR operations to locate and track dispersed (nuclear and conventional) 

mobile missile launchers and their attendant dual-use command, control, 

communications, and intelligence (C3I) systems. 98 Specifically, swarms 

incorporating AI-infused ISR, autonomous sensor platforms, ATR, and data 

analysis systems may enhance sensor drones’ effectiveness and speed to locate 

mobile missiles and evade enemy defenses. 

Second, swarming may enhance legacy conventional and nuclear weapon delivery 

systems (e.g. ICBMs and SLBMs), potentially incorporating hypersonic variants. 

At least two nuclear-armed states have developed UAV, or unmanned underwater 

vessels (UUV), prototypes with nuclear delivery optionality. 99 AI applications will 

likely enhance the delivery system targeting, tracking, and improving drone 

swarms’ survivability against the current generation of missile defenses. 

Third, swarming tactics could bolster a states’ ability to disable or suppress an 

adversary’s defences and clearing the path for a disarming attack. 100 Drone 

swarms might be armed with cyber- or EW-capabilities (in addition to anti-ship, 

anti-radiation, or regular cruise and ballistic-missiles) to interfere with or destroy 

an adversary’s early-warning detection and C3I systems in advance of a broader 

offensive campaign. 101 

Finally, in the maritime domain, UUVs, UAVs, and unmanned surface vessels 

(USVs), and supported by AI-enabled intra-swarm communication and ISR 

systems, may be deployed in both offensive and defensive anti-submarine warfare 

operations to saturate an enemy’s defences and to locate, disable, and destroy its 

nuclear-armed or non-nuclear attack submarines. 102 Perceived as a relatively low-

risk force majeure with ambiguous rules of engagement and absent a robust 
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normative and legal framework, 103 lethal and non-lethal autonomous weapons will 

likely become an increasingly attractive asymmetric capability to erode a superior 

adversary’s deterrence and resolve. 104 Notwithstanding the remaining technical 

challenges – especially the demand for power – swarms of robotic systems fused 

with AI machine learning techniques may presage a powerful interplay of 

increased range, accuracy, mass, co-ordination, intelligence, and speed in a future 

conflict. How might new technologies undermine deterrence between nuclear-

armed adversaries in conflict-prone – and possibly asymmetric – situations? 

Deterrence in digital multipolarity 

The multipolar nuclear world order, characterised by geopolitical tension and 

security competition, differs substantially from the Cold War-era bipolar 

dynamics. 105 Nuclear multipolarity will likely challenge several long-held nuclear 

deterrence assumptions – especially the probability that actors can be coerced to 

behave in particular ways premised on the assumption of rationality – that 

significantly impair states’ ability to manage escalation and interpret signalling 

(i.e. deterrence and resolve). Thereby increasing the likelihood of impregnating 

misperception and miscalculation into fragile strategic dyads – and possibly triads 

of nuclear-armed states. 106 This multipolarity is important because each state will 

likely choose different responses to the new choices emerging in the digital 

age. 107 Motivated states such as China and Russia might eschew the limitations of 

AI (e.g. AI’s brittleness, explainability, interpretability, and vulnerability to 

adversarial attack 108 ), thereby compromising safety and verification standards to 

secure or capture the first-mover advantages – or to offset a perceived strategic 

disadvantage at a conventional level – vis-à-vis an adversary on the future digitised 

battlefield. 109 

During a crisis, when prudent and careful planning can run aground in complex 

situations with likely an abundance of ambiguous information (about resolve and 

power), misperceptions and miscalculation may generate temptations for pre-

emption. 110 Against this geopolitical backdrop, the use of autonomous weapon 

systems (perceived as low-risk and low-cost) during tense and complex adversarial 

environments – with ambiguous rules of engagement such as anti-access/area 

denial zones – will become an increasingly enticing asymmetric option to 

undermine an adversary’s military readiness, deterrence, and resolve. 

In a world of revisionist and dissatisfied nuclear-armed states, it seems improbable 

that improvements in intelligence collection and analysis derived from advances in 

AI would have a stabilising impact. 111 For this to happen, equal access to 

intelligence and shared confidence in these systems’ accuracy and credibility 

would be required. Further, all parties’ intentions would need to be benign for any 

reassurances or confidence-building efforts to succeed. Because nuclear 

interactions increasingly involve the complex interplay of nuclear and non-nuclear 

(and state and non-state) actors, the leveraging of AI in this multipolar context will 
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increasingly place destabilising pressures on nuclear states. These interactions will 

likely complicate escalation management efforts during future crises or conflict – 

especially involving China and the United States. 112 

Regime type and deterrence 

How might regime type affect these dynamics? Authoritarian states may perceive 

an adversary’s intentions very differently from a democratic one. 113 The belief that 

a regime’s political survival or legitimacy is threatened might cause leaders to 

consider worst-case scenario judgments and behave in a manner predicted by 

offensive realist scholars. 114 Conversely, non-democratic leaders operating in 

closed political systems such as China, Russia, or North Korea may exhibit a 

higher degree of confidence (or overconfidence) in their ability to respond to 

perceived threats in world politics. 115 Bias assessments from a non-democratic 

regime’s (or “Stasi” type) intelligence services might reinforce a leader’s faith – or 

a false sense of security – in their diplomatic skill and manoeuverability. 116 

Without institutionalised structures (i.e. a general staff system) connecting the 

intelligence services with the military and broader political context, decisions will 

likely be made in vacuums, with minimal checks and balances on the political 

leadership (or supreme leader), and a reduction in “bottom-up” (or a “fact 

searching” organisational culture) information flow – because of the fear of 

contradicting the leadership. 117 This situation can reinforce a distorted (or false) 

sense of reality, thus compounding the cognitive misperceptions of events that are 

already present. Social media – and other AI-enhanced information tools – that 

supply decision-makers with a continuous flow of near-real-time information 

might also complicate the practice of deterrence and escalation management before 

and during future crises. 118 Politics and the breakdown of human bargaining 

ultimately lead to conflict; thus AI and autonomous systems and other advanced 

technologies are the tools (or dependent variables) that can influence escalation 

dynamics. 119 

Furthermore, a regime that views its second-strike capabilities – especially its NC3 

systems – as vulnerable or insecure (North Korea, Pakistan, or perhaps China) may 

be more inclined to automate its nuclear forces and launch postures. An insecure 

nuclear-armed regime in an asymmetric dyad – assuming adequate technical, 

economic, organisational, and political resources – could do the one or a 

combination of the following: (1) alter its nuclear force structure or doctrine (i.e. 

adopt a launch-on-warning posture, or reject a no-first-use commitment); 120 (2) 

increase the alert status of its nuclear arsenals; 121 (3) modernise or expand its 

nuclear capabilities (both strategic and tactical nuclear weapons); 122 (4) develop 

AI capabilities to bolster deterrence; 123 or (5) use AI technology to automate its 

second-strike nuclear capability (i.e. launch policy and NC3 systems), in 

extremis pre-delegate launch decisions to machines – to deter a decapitating strike 

during an existential crisis. 124 
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In sum: against the backdrop of geopolitical tensions, the pace of technological 

diffusion, information and signalling problems (i.e. information asymmetry and 

signalling resolve and intentions), divergences in regime type, philosophy of 

employment, and force structures, AI and autonomy will influence nuclear 

deterrence by decreasing stability and increasing escalation risk. How might 

machine-human interactions spark inadvertent or accidental escalation at a 

strategic level? 

Automating strategic decision-making: A double-edged 

sword for deterrence? 

Today, the potential tactical and operational impact of AI is qualitatively 

axiomatic, its effect at a strategic level remains, however, uncertain. AI systems 

that are programmed to pursue tactical and operational advantages, for example, 

aggressively, might misperceive (or simply ignore) an adversary’s bid to signal to 

resolve (i.e. to de-escalate a situation) as a prelude to an imminent attack. These 

dynamics would increase the risks of inadvertent escalation and first-strike 

instability. 125 If commanders decide to delegate greater authority to inherently 

inflexible AI systems, the dehumanisation of future defense planning will 

undermine stability by significantly inhibiting induction. Human induction (i.e. the 

ability to form general rules from specific pieces of information) is a crucial aspect 

of defense planning, primarily to manage situations that require high levels of 

visual and moral judgment and reasoning. 126 Unwarranted confidence and reliance 

on machines – known as “automation bias” – in the pre-delegation of the use of 

force during a crisis or conflict, let alone during nuclear brinksmanship, might 

inadvertently compromise states’ ability to control escalation. 127 

Data limitations coupled with constraints on the ability of AI algorithms to capture 

the nuanced, dynamic, subjective accurately, and changeable nature of human 

commanders – or theory-of-the-mind functions – will mean that for the foreseeable 

future strategic decision-making will remain a fundamentally human endeavour – 

albeit imbued with increasing degrees of interaction with intelligent 

machines. 128 Thus, AI will continue to include some human agency – especially in 

collaboration with machines – for managing the attendant issues associated with 

technological complexity and interdependence, avoiding, for now at least, the risks 

associated with pre-delegating the use of military force. 

While human agency should ensure that the role of AI in the nuclear domain is 

confined to a predominately ancillary one, through the discharge of its “support 

role” (data collection and analysis, stockpile management, and decision-making 

support systems), it may still – and possibly unbeknownst to commanders – 

influence strategic decisions that involve nuclear weapons. In other words, the 

distinction between AI’s impact at a tactical and strategic level is not a binary 

one. 129 Technology designed ostensibly to augment autonomous weapon systems 
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(i.e. ISR remote sensing, target recognition, and battlefield situation awareness 

systems) will likely nonetheless inform and shape strategic war-faring 

calculations. 130 In short, escalation at the tactical level could easily have strategic 

effect. 

On the one hand, future AI-augmented C2 support tools may overcome many of 

the shortcomings inherent to human strategic decision-making during wartime (e.g. 

susceptibility to invest in sunk costs, skewed risk judgment, heuristics, and 

groupthink) with potentially stabilising effects. Further, faster and more reliable AI 

applications could also enable commanders to make more informed decisions 

during a crisis, improve the safety and reliability of nuclear support systems, 

strengthen the cyber-defenses of C2 networks, enhance battlefield situational 

awareness, and reduce the risk of human error caused by fatigue and repetitive 

tasks. 131 On the other hand, AI systems that allow commanders to predict the 

potential production, commissioning, deployment, and ultimately launch of nuclear 

weapons by adversaries will likely lead to unpredictable system behaviour and 

outcomes, which in extremis could undermine first-strike stability – the premise of 

MAD – making nuclear wars winnable. 132 

The US 2018 Nuclear Posture Review (NPR), for example, explicitly states that 

the DoD would pursue design support technologies such as machine learning to 

facilitate more effective and faster strategic decision-making. 133 Chinese analysts 

have also begun to research the use of big-data, and deep-learning AI techniques to 

enhance the processing speed and intelligence analysis of satellite images, support 

China’s early warning capabilities and enable a “prediction revolution” in future 

warfare. 134 Besides, China has also applied AI to wargaming and military 

simulations and researched AI-enabled data retrieval and analysis from remote 

sensing satellites to generate data and insights that might be used to enhance 

Chinese early-warning systems, situational awareness, and improve targeting. 135 

Under crisis and conflict conditions, the deterrent effect of AI is predicated on the 

perceived risks associated with a particular capability it enables or enhances. The 

higher the uncertainty generated by a capacity, deploying AI-augmented 

capabilities in a crisis might encourage an adversary to act more cautiously and, in 

turn, bolster stability. Counter-intuitively, therefore, states may view the expanded 

automation of their NC3 systems as a way to manage escalation and strengthen 

deterrence, signalling to an adversary that any attack – or the threat of one – might 

trigger nuclear escalation. Put differently, if a nuclear-armed state used automation 

to reduce its flexibility during a crisis, and without the ability to signal this to an 

adversary, it would be akin to Herman Kahn’s notion of “being drunk, blind, and 

without a steering wheel” in a game of chicken. 136 A prima facie argument exists 

that fusing NC3 systems with AI-augmented automated response mechanisms – 

akin to an enhanced version of Russia’s primitive Perimeter or “Dead-Hand” – 

might resolve the logical paradox inherent with rational-based classical deterrence; 
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predicated on the notion of mutual destruction and the will to retaliate, thereby 

ensuring mutual deterrence and improving stability. 137 

This perceived deterrent effect, coupled with the uncertainty caused by the 

introduction of AI into a situation, might incentivise states facing a militarily 

superior adversary to delegate decisions to machines (i.e. fully autonomous mode) 

to signal resolve during a crisis. 138 Because of the difficulty of demonstrating a 

posture like this before a crisis or conflict, this implicit threat – akin to the Dr. 

Strangelove doomsday machine farce (or parable) – may equally worsen crisis 

instability. 139 Moreover, the confusion and uncertainty that would result from 

mixing various (and potentially unknown) levels of human-machine interactions, 

and AI is reacting to events – such as signalling and low-level conflict – in non-

human ways (using force where a human commander would not have), and at 

machine speed, could dramatically increase inadvertent risk. The recent defeat of a 

human pilot by an AI system in a DARPA-hosted Alpha Dogfight Challenge 

demonstrated how AI’s performing in complex physics in a dynamic (albeit 

virtual) environments can compress the observe, orient, decide, and act (OODA) 

decision-making loop and apply non-conventional tactics in a high-stakes game of 

human-to-machine chicken. 140 

Deterrence and human-to-machine interaction 

How might the introduction of intelligent machines affect human-to-human 

deterrence? Recent experimental wargaming hosted by the RAND Corporation 

explored the effects of mixing various levels of humans and machine 

configurations on escalatory dynamics – signalling, decision-making, and de-

escalation – during a crisis revealed some interesting preliminary findings. 141 The 

wargames’ tentative findings demonstrated that where high levels of autonomy 

coincide with primarily human decision-making (or “humans on the loop”), 

escalation risk is generally lower. This hypothesis was attributed to the fact that 

human involvement in decisions allowed more time to de-escalate (e.g. devise off-

ramps), and that humans are likely to have a better understanding of signalling (i.e. 

resolve, deterrent threat, desire to de-escalation, or reassurance) compared to an AI 

algorithm. In short, AI would likely be worse – or at least less reliable – than 

humans at understanding signalling involved in deterrence, particularly signalling 

de-escalation. 142 

Conversely, and most speculative, when decisions are primarily made by machines 

and combined with high levels of autonomy (or “humans out of the loop”), 

escalation risk is higher – but because of the lower human-risk, the perceived costs 

of miscalculation are lower. The potential deterrent effect of this futuristic 

configuration (i.e. machine vs. machine) is confounding. The removal of human 

decision-making and judgment from a crisis, and less risk to human life, would 

reduce the traditional risks associated with accidents in human-machine 

interactions. Thus, IR deterrence theory – tethered to human perception, intuition, 
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signalling intent, and rationality – would be effectively redundant. The total 

absence of a normative deterrence framework – in particular, to signal to resolve to 

an adversary while simultaneously seeking to de-escalate a situation – may 

compress (or remove entirely) the various rungs of the inherently psychological 

escalation ladder framework. It may increase inadvertent escalation risks and 

complicate de-escalation and conflict termination – especially in asymmetric dyads 

where incentives to strike pre-emptively to achieve escalation dominance exist. 143 

The potentially escalatory effects of AI’s tactical optimisation programming would 

likely be compounded by differences in adversaries’ goal setting (an AI’s 

priorities, value alignment, control, and off-ramps), 144 C2 organisation (centralised 

vs. decentralised), and the configuration of their human-machine interactions. 

Specifically, machine decision-making – designed to exploit the tactical and 

operational advantages in a situation – may lack the “theory of the mind” in a 

priori situation with their interaction with humans. 145 Not only would machines 

need to understand human commanders and human adversaries, but they must also 

interpret an adversary AI’s signalling and behaviour. An AI algorithm optimised to 

pursue pre-programmed goals might misinterpret an adversary simultaneously 

signalling resolve who is seeking to avoid conflict or de-escalate a situation. 

Absent reliable means to attribute an actors’ intentions, AI systems may convey 

undesirable and unintended (by human commanders) signals to the enemy, thus 

complicating the delicate balance between an actor’s willingness to escalate a 

situation as a last resort and keeping the option open to step back from the brink. 

Conclusion 

This article argues that AI and autonomy could affect nuclear deterrence in two 

ways: (1) decreasing stability in nuclear multipolarity; and (2) increasing the 

tendency for (especially inadvertent) escalation to nuclear use. The article found 

that existing classical deterrence theories rooted in rational-based human actor 

assumptions are no longer applicable in the light of recent developments in AI and 

autonomy. It builds on the nascent “fifth wave” of modern post-classical 

deterrence theorising, which considers the potential implications of introducing 

non-human agents – and the corresponding disengagement or even removal of 

human agents – from strategic interactions. 

The employment of AI and autonomy in the nuclear enterprise entails a multitude 

of trade-offs and open questions that should persuade designers, policymakers, and 

operators to explore ways in which new AI-powered capabilities might strengthen 

or complicate deterrence in the fragile nuclear “balance of terror,” 146 how 

adversaries think about these developments and the effect of synthesising legacy 

nuclear systems (especially NC3) with AI technology. Examples of these trade-

offs inter alia include. 147 First, ensuring adequate control and supervision of AI’s 

to mitigate escalation risk, while exploiting the potential benefits of increased 

lethality, scale, and speed afforded by this technology. Second, assimilating AI 
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technology into force structure and doctrine, while mitigating the dangers posed by 

the speed and reduced levels of control of nuclear weapons. Third, instilling AI-

augmented C2 systems with sufficient knowledge of the laws of engagement – and 

other legal and normative war-faring frameworks – without degrading AI’s 

capacity to predict and respond to threats – especially confrontation that arise from 

introducing new capabilities into a situation (i.e. vertical escalation). 148 The risks 

of inaction are, therefore, great. 

Objectively appraising and reconciling these trade-offs will likely be complicated 

by people’s tendency to avoid making decisions when faced with 

incommensurable problems containing moral and ethical choices. 149 A reticence to 

engage in these issues, or worse, down-play the potential risks associated with AI 

and autonomy, would make it more challenging to alter incentives to enhance 

strategic stability and shape deterrence and escalation as the technology matures, 

and the military use of these systems inevitably increases. Cognisant that some 

states have or plan to deploy AI systems in their nuclear deterrence structures (e.g. 

high-precision missile systems, missile-defences, cyber-offense, electronic-

warfare, and physical security), experts generally agree that AI requires further 

experimentation, testing, and verification before being integrated into nuclear 

support systems. 150 

How might militaries develop and deploy AI to steer it towards ensuring mutual 

deterrence and enhancing strategic stability? To improve strategic stability in an 

era of rapid technological change, great power strategic competition, and nuclear 

multipolarity, the formulation of future arms control frameworks must reflect the 

shifting perspectives described in this study. How might the existing nuclear arms 

control regime be reconfigured and broadened to incorporate emerging 

technologies like AI? 151 To be sure, arms control efforts can no longer be 

restricted to bilateral engagement. The Nuclear Non-Proliferation Treaty (NPT) 

provides a successful case study in global governance that minimised the threat 

posed by the weaponisation of new (i.e. atomic) technologies while enabling the 

mutual benefits of sharing nuclear technology to strengthen strategic stability. The 

dual-use and diffused nature of AI compared to nuclear technology will, however, 

make arms control efforts particularly problematic. Moreover, when nuclear and 

non-nuclear capabilities and war-faring are blurred, strategic competition and arms 

racing are more likely to emerge, complicating arms control efforts. 152 In short, 

legacy arms control frameworks, norms, and even the notion of strategic stability 

itself will increasingly struggle to assimilate and respond to these fluid and 

interconnected trends. 

Governments should also explore ways to increase transparency and accountability 

for AI and national security, such as addressing the implications of deepfakes and 

lethal autonomous weapons. 153 To counter the threat posed by non-state actors 

using AI-enabled tools such as deepfakes to manipulate, deceive, or otherwise 

interfere with strategic decision-making systems in misinformation attacks, 
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governments should co-ordinate with both allies’ adversaries – continue to harden 

NC3 systems and processes against cyber-attacks. 154 Other measures that may also 

improve stability, among other things, include: reducing the number of nuclear 

weapons; taking arsenals off high-alert (or launch-on-warning) status; separating 

warheads from delivery systems (or de-matting warheads); shifting to a deterrent-

only (or minimum deterrence) force posture, and adopting a no first use declaratory 

policy – as China and India do today. 155 

Ultimately, success in these efforts will require all stakeholders to be convinced of 

the need and the potential mutual benefits of taking steps toward the establishment 

of a coherent governance architecture to institutionalise, internalise new norms, 

and ensure compliance with the design and deployment of AI and autonomy in the 

military sphere. Future research would be beneficial to address research puzzles, 

including: How might autonomous machines be imbued with post-classical 

deterrence theory’s key principles in a comprehensive fashion? What could happen 

were different states to embed their intelligent machines with different 

interpretations or deterrence approaches? How might AI and autonomy impact 

deterrence strategies across multiple domains, regions, and between nuclear and 

non-nuclear states in extended deterrence scenarios? 
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